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Cross sections for the reactions Mn(n, p), Fe(n, p), and Ni(n, p) have been measured at an
incident energy of 198 MeV, with protons observed over a range of energies corresponding to excita-
tions of up to about 35 MeV in the residual nuclei Cr, Mn, and Co, respectively. Measurements
were carried out at center-of-mass angles between 1.6' and 19.9'. A multipole analysis of the results
yielded the distribution of Gamow-Teller (GT) and spin-dipole strength for each target. The total
GT strength below an excitation energy of 8.5 MeV was 1.? units for Mn, 2.9 units for Fe, and 3.8
units for Ni. Shell model calculations of the GT strength distribution, carried out in a restricted
vector space, show fair to good agreement with the data up to an excitation energy of 8.5 MeV, but
overestimate the total strength by a factor of between 3 and 4.

PACS number(s): 25.40.Kv, 24.30.Cz, 27.40.+z

I. INTRODUCTION

The isovector response of nuclei may be studied using
the nucleon charge-exchange reactions (p, n) or (n, p), as
well as by a number of other reactions such as ( He, t),
(d, He), or heavy ion reactions. Studies of the energy
dependence of the (p, n) reaction [1, 2] have shown that
at incident energies of 200 to 300 MeV the spin-Hip part
of the isovector effective interaction is much stronger than
the non-spin-Hip part, so that these reactions provide a
convenient probe of the spin-isospin response of nuclei,
provided the effective interaction is known.

At forward angles and low excitation in the Anal nu-

cleus, the momentum transfer is small with the result
that the reaction cross section is dominated by Gamow-
Teller (GT) transitions with AL = 0, 6J = 1+. It
has been shown that for (p, n) and (n, p) reactions the
0' cross sections for such transitions are proportional to
the squares of the matrix element for the GT P decay
between the same states [3—5], at least for strong transi-
tions, so that measurements of the reaction cross section
can be analyzed to provide a quantitative determination
of GT strength distribution in beta decay.

There has been extensive interest in the determination
of the distribution of the isospin-raising strength, GT+,
for nuclei in the iron-nickel region in connection with the
problem of supernova formation [6—8]. In the evolution
of a massive star, following depletion of sources of fusion
energy in the core, the core becomes unstable to catas-
trophic collapse. In calculating the onset of collapse and

possible supernova formation, an essential ingredient is
the electron capture cross section for the nuclei in the
mass region around A = 56 which make up the stel-
lar core. This cross section is proportional to the GT+
strengths of the core nuclei, which are determined in the
present measurements. Bethe et al. [6] were the first to
appreciate the importance of GT+ strength in this prob-
lem, and thus to realize that electron capture might pro-
ceed much more rapidly than had been previously esti-
mated. The experimental results are important not only
for the direct determination of GT+ strength distribu-
tions of stable nuclei, but as a calibration of the model
calculations which must be used to estimate strength dis-
tributions for unstable nuclei, or for excited states of the
target.

Measurements of GT+ strength distributions for sev-
eral (fp) shell nuclei have been carried out at TRI-
UMF [9—13] and the present work represents an exten-
sion of those earlier results. In addition, measurements
of the 4 s Fe (n, p) cross section have been reported at
a beam energy of 97 MeV [14]. A related study of the

Fe( C, N) reaction at an energy E/A = 70 MeV has
also been reported [15].

II. EXPER.IMENTAL MEASUREMENTS

Measurements were carried out using the TRIUMF
charge-exchange facility in the (n, p) mode, which is
shown schematically in Fig. l. In the present measure-
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carried out at angles shown in Table I. The table shows
the angle settings of the MRS, along with the mean
center-of-mass scattering angle, as determined by the ray
tracing with the kont end chambers. At each angle set-
ting, the angular acceptance of the MRS included a range
of about +2 .

III. DATA ANALYSIS AND RESULTS

Data were recorded event-by-event on magnetic tape.
During data acquisition, a fraction of the data was ana-
lyzed on-line to monitor the progress of the experiment.
The Anal analysis of all data was carried out o6'-line using
the program I,IsA.

The cross sections of the (n, p) reactions reported in
this work were determined from the measurement of
counting rates relative to that from the H(n, p) peak
originating &om the CH2 target in each target stack. The
cross section for the latter reaction was calculated from
a phase shift analysis of n-p scattering data using the
program sAID (SM 90) [19].

A typical raw spectrum for the reaction " Fe(n, p) at
an MRS angle of 0' is shown in Fig. 2(a). The peak
at the left of the spectrum arises from hydrogen in the
Mylar foils of the wire chamber planes of the target box,
and possibly from hydrogenous material absorbed on sur-
faces in the target box. The background spectrum was
assumed to be satisfactorily represented by the spectrum
from the CH2 target, and was normalized to the hydro-
gen peak for background subtraction. The spectrum after
background subtraction is shown in Fig. 2b, and is seen
to be almost unchanged by the subtraction except for the
hydrogen peak itself.

I I ~ I ~ ~ I ~ I ~ I ~ I I I I I ~ I ~ ~ \ I ~ ~ ~ I ~ ~ I ~ I ~ al ~ ~ I I a as5

4- "Mn(n, p) "Mn(n, p)

MRS

After background subtraction, spectra were corrected
for variation of MRS acceptance with focal plane posi-
tion, and a deconvolution was carried out to correct for
the eKect of the weak continuum in the primary neutron
spectrum from the Li(p, n) reaction. This procedure is
described in some detail in Ref. [9]. Finally the data were
summed in bins of 1 MeV width to reduce the statisti-
cal Huctuations seen in the raw data as in Fig. 2. Final
spectra for each target at MRS angles of 0 and 6 are
shown in Fig. 3. For each target the 0' spectrum shows
a strong peak at low excitation, indicating the presence
of GT+ transition strength in this region of excitation.

As noted earlier, the natural iron targets contained
about 6% of s4Fe which contributes up to 10% of the
measured count rate at low excitation in the 0' spectrum.
Data were not available for the Fe(n, p) cross section
at 198 MeV, but measurements have been reported [9]
at 298 MeV. DULIA calculations showed that the mag-
nitude of the peak cross section for L = 0 transitions
was predicted to change by less than 5% between 300
and 200 MeV. Accordingly, the measured cross section
for the 4Fe(n, p) reaction at 0' and 2.5' and 298 MeV
was normalized by a factor of 0.06 and subtracted from
the present results at 0' and 3 . The resulting spectrum
was then renormalized by a factor of 1.06 (=1/0.94) to
obtain the Anal spectrum shown in Fig. 3. Data at 298
MeV were not available at appropriate angles to permit
this correction to be made at larger angles, but this lack
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FIG. 2. (a) Raw spectrum for the " Fe target measured
at MRS angle of 0 (upper panel); (b) spectrum after back-
ground subtraction (lower panel).

FIG. 3. Final spectra for each target at MRS angles of 0
and 6 . The data have been summed in bins of width 1 MeV.
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would not introduce significant uncertainty in the deter-
mination of GT+ transition strength from the data.

As in previous work, the measured spectra were ana-
lyzed using a multipole analysis procedure [20] to extract
the cross section for GT transitions. In this approach it
is assumed that the measured cross section can be repre-
sented as an incoherent sum of cross sections for transi-
tions with diferent spin and parity transfers

""'= ):~»-~~w(» ).
BtU

In principle, the sum should run over all allowed spin
and parity transfers consistent with the properties of the
initial and 6nal states, with the coefBcients C~J de-
termined by a least-squares 6t to the data. In practice,
spectra were measured at only 6ve or six angles, so that a
maximum of four terms was used in making the analysis
of the present results.

For a given orbital angular momentum transfer, AL,
total angular momentum transfers 6J = AL, AL 6 1
are possible, with parity change (—1)+~. In a previous
study [13] of the (n, p) reaction on s~V and ssCo, ex-
tensive DWIA calculations were carried out in order to
determine the sensitivity of the calculated cross section
to the value of 4J and for a given 6J, to the particle-
hole configuration assumed in the 6nal state. These cal-
culations showed that the shapes of the calculated an-

gular distributions were sensitive mainly to AL rather
than AJ, while for a given AL the dependence on the
configuration of the final state was small enough that it
appeared reasonable to assume that a suitable "average"
DWIA shape for each value of AL could be obtained by
an appropriate choice of the particle-hole con6guration.

DWIA cross sections were calculated using the pro-
gram Dwsl [21]. Microscopic optical potentials for in-

coming and outgoing channels were generated using the
code MAINXs [22], which folded an effective interaction,
here the Franey-Love interaction [23], with a matter dis-
tribution inferred &om electron scattering measurements.
The effective interaction used in the impulse approxi-
mation calculation was also the Franey-Love interaction.
The single particle wave functions describing 6nal config-
urations were taken as harmonic oscillator functions with
a radius parameter b = 1.9 fm. These are the same as-
sumptions as were used in the data analysis in Ref. [13].
The particle-hole con6gurations assumed in the present
analysis were also the same as those of Ref. [13],namely,

(& Of7/2) '(~0fs/, ) for AL = 0,2 and (7r Of7/2)
(v Ogs/2) for AI = 1,3.

For the multipole analysis, DWIA calculations were
carried out at 10 MeV intervals, with reaction Q val-

ues relative to the ground-state transition spanning the
range 5 MeV ) Q ) —35 MeV. The appropriate an-

gular distributions for each energy bin in the data were
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FIG. 4. Results of the multipole decomposition for
Mn(n, p). At each angle, the contribution of each of the

four assumed components is shown. Error bars indicate sta-
tistical uncertainties in the fit.

FIG. 5. Results of the multipole decomposition for
Fe(n, p). At each angle, the contribution of each of the four

assumed components is shown. Error bars indicate statistical
uncertainties in the fit. The labeling of components is as in
Fig. 4.
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then obtained by interpolation from these calculations. It
should be noted that a fixed particle-hole configuration
was assumed for each AL over the full range of excitation
in the final nucleus, so that the only energy variation in
the calculated cross sections arises from kinematic and
distortion efFects in the DWIA.

The multipole analysis program [20] used the calcu-
lated DWIA shapes to make a least-squares fit to the
measured angular distribution for each 1 MeV energy
bin of the data. The results of this analysis are shown in
Fig. 4 for Mn(n, p), Fig. 5 for Fe(n, p), and Fig. 6 for
ssNi(~, p).

In each case it is seen that there is a strong concen-
tration of AL = 0 cross section in the region of the peak
in the spectra at the smaller angles. Transitions with
EL=1 dominate the spectra in the energy range between
about 10 to 20 MeV for angles from 4 to 8 degrees. At
large angles and high excitation, transitions with AL =2
and 3 are dominant. It should be noted that transitions
identified as EL=3 actually include all transitions with
b, L ) 3. Also, as in earlier work [13]it was found that the
relative contributions for AL = 2 and AL = 3 are sensi-
tive to the choice of final configuration for AL = 3. Thus
the total cross section for transitions with AL ) 1 is mell

determined in this analysis, but the more detailed decom-
position of this cross section is subject to large uncertain-
ties. In this connection, it is interesting to note that the

4.0 MNi(n, p) 8 = 10.2'

2.0

0.0
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FIG. 6. Results of the multipole decomposition for
Ni(n, p). At each angle, the contribution of each of the four

assumed components is shown. Error bars indicate statistical
uncertainties in the fit. The labeling of components is as in
Fig. 4.

results of the multipole analysis for Mn show that the
cross section for the EL=2 component is as large as or
larger than that for AL = 3, while for Fe the AL = 2
component is much smaller than that for AL = 3. It
is not clear whether this is a real efFect, or whether it
reflects the difhculty of separating these components in
the multipole analysis.

IV. GAMOW- TELLER STRENGTH

The results of the multipole analyses shown in
Figs. 4, 5, and 6 indicate a concentration of transition
strength with AL = 0 at excitation energies below about
10 MeV, along with a weaker distribution extending over
nearly the full range of excitation studied. At low exci-
tation, the measured angular distributions show a clear
forward peaking, and the multipole analysis provides a
determination of reaction cross section for AL = 0 which
is very insensitive to the details of the DWIA angular
distributions used in the analysis.

At high excitation however, where the reaction cross
section is dominated by transitions with AL & 0, the
measured angular distributions peak at larger angles. In
this situation, the estimate of cross section for AL = 0
transitions depends sensitively on the detailed shape of
the DWIA shape calculated for AL = 1 transitions,
with the crucial factor being the ratio of 0' cross section
to the peak cross section, which occurs at an angle of
about 6' for AL = 1. This ratio is afFected by the
choice of the final configuration for the transition, and
by the distortions arising from the optical potentials in
the incident and exit channels with the result that the
estimate of the AL = 0 cross section at excitation ener-
gies above about 8 MeV is subject to large uncertainties.
In spite of these uncertainties, multipole analyses with
a variety of plausible model assumptions in the DWIA
calculations consistently indicate the presence of some
AL = 0 cross section at high excitation. It is expected
that some GT+ transition strength should be present in
this region as a result of the spreading of the Ohu strength
from lower excitation energies [24, 25]. In addition, 2h~
excitations give rise to states of isovector monopole char-
acter. DWIA calculations for transitions to these states
show a wide variety of angular distribution shapes, of-
ten with a marked forward peaking. Thus it is concluded
that the measurements identify contributions to the cross
section with AL = 0 at excitation energies greater than
10 MeV, although the nature of the states involved is
not clear. Similar conclusions were reached in an earlier
study of the sO(n, p) reaction at 298 MeV [26].

Gamow-Teller strength distributions have been esti-
mated for each target using the measured cross sections
for AL = 0 transitions. For each energy bin, the mea-
sured cross section at the smallest angle was extrapo-
lated to zero momentum transfer using the DWIA cal-
culations described earlier. The resultant cross sections
were then converted to GT+ strength using the ratios
cr = o (q = 0)/BGT obtained by interpolation from mea-
sured (p, n) cross sections for transitions between states
of known P decay strength [5, 9]. The values of rr used
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0.6— "Mn(n, p)

in this analysis were 5.00 mb/sr for s Mn, 4.91 mb/sr for
ssFe, and 4.68 mb/sr for Ni. The uncertainties arising
from this interpolation are not very well established but
are expected to be about 10% [5]. The resulting distribu-
tions are shown in Figs. 7, 8, and 9. The total measured
strength up to 8.5 MeV excitation was 1.7 6 0.2 units
[where B(GT) = 3 for neutron decay] for Mn, 2.9+0.3
units for Fe, and 3.8 6 0.4 units for Ni. The quoted
uncertainties arise mainly from the estimated 10% uncer-
tainty in o., plus a smaller statistical uncertainty arising
from the multipole analysis.

Shell model calculations for comparison with the mea-
sured strength distributions were carried out using the
code OXBAsH [27]. The calculations were within a trun-
cated vector space as shown in Table II, and used an
efFective interaction for the fp shell which has recently
been obtained by Van der Merwe, Richter, and Brown
[28] by fitting data for the mass region 41 & A ) 66. In
order to judge the sensitivity of the results to the choice
of effective interaction, calculations were also carried out
in the same vector space using an effective interaction
which has been employed extensively in earlier calcula-
tions [29]. The total strengths were nearly equal in the
two calculations, and the distribution of strengths with
excitation energy were very similar except that the aver-
age excitation energy was about 0.7 MeV higher in the
second calculation.

In order to model the effect of Bnite energy resolution
in the measurements, the predicted strength of each dis-
crete model state was spread over a Gaussian distribution
of width 1.3 MeV corresponding to the experimental en-

ergy resolution. The resulting continuous distribution of
strength was then summed over bins 1 MeV in width for
comparison with the data. In making the comparison,
it should be noted that less than 1% of the predicted
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FIG. 8. Comparison of the measured GT+ strength dis-
tribution with model predictions for Fe. See caption for
Fig. 7.

strength lies at excitation energies above 8.5 MeV. As
discussed above and in Ref. [13] the estimate of reaction
cross section with AI = 0 is subject to large uncer-
tainty at high excitation, and its interpretation in terms
of GT+ strength is open to question. As a result, it was
concluded that it was reasonable to restrict the model
comparison to the region of excitation up to 8.5 MeV.
This restriction was also made in Ref. [13], and its use
here permits a direct comparison between the present re-
sults and those of Ref. [13].

With this restriction, the calculated strength was nor-
malized to the measured strength up to 8.5 MeV. The
normalization factors required were 0.23 for Mn, 0.31
for Fe and 0.31 for Ni. These results may be com-
pared directly with the values reported in Ref. [13] 0.23
for V and 0.24 for Co. In an earlier study of the Fe
(n, p) reaction at 300 Mev [9], comparison with results of
analogous shell model calculations yielded a normaliza-
tion factor of 0.30 for strength below 10 MeV excitation.

The significance of the normalization factors has been

Q
I I I I I I I I I I I I I I I I I I I I I I I I I I

"Ni(n, p)
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FIG. 7. Comparison of the measured GT+ strength dis-

tribution with model predictions for Mn. Normalization of
the strength corresponds to BcT ——3 for decay of the free neu-
tron. In making this comparison, the calculated strength for
each discrete model state was spread over a Gaussian distri-
bution with FWHM = 1.3 MeV, and the resulting continuous
distribution was then integrated over bins of width 1 MeV and
renormalized as discussed in the text. The result is shown as
the histogram.
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FIG. 9. Comparison of the measured GT+ strength dis-
tribution with model predictions for Ni. See caption for
Fig. 7.
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TABLE II ~ Vector spaces used in shell model calculations. 2.5

2.0- "Mn(n, p)
AL=1

8 = 6.2

Target Parent Daughter
1.5—

(f7/2) (f5/2p3/2pl/2)' (f7/2)" (f5/2p3/2pl/2)' 1.0—

56F

Ni

(f7/2) (f5/2p3/2pl/2) (f7/2) (f5/2p3/2pl/2)

(f7/2)" (f5/2p3/2p1/2)' (f7/2)" (f5/2p3/2p1/2)'

0.5—

2.0-
ssF5(

h, L=1
8 = 6.1'

0 I I Tr lit ~ ~ l I ~ I ILI I I II Illa' ~ ~0.

investigated by Auerbach et at. [30] for the GT+ strength
in Fe and Ni. The reduction in strength originates
from three contributions (i) the RPA correlations within
the fp shell, (ii) higher-order correlations within the fp
shell, and (iii) a global reduction by a factor of 0.6 as
observed in the sd shell [31] and in (p, n) reactions on
heavy nuclei (3). The reduction from the RPA correla-
tions was 0.65 and 0.75 for Fe and Ni, respectively.
The higher-order in-shell correlations are the most dif-
ficult to calculate, but the combined eKect of the RPA
and higher-order correlations was estimated [30] to re-
sult in a reduction factor of about 0.62. The combined
effect of the in-shell (i) and (ii) and out-of-shell correla-
tions (iii) is thus to give a reduction of about 0.37, which
is in qualitative agreement with the values we observed
experimentally. But more quantitatively, these results
must be nucleus dependent and further calculations are
necessary.

The in-shell correlations have been calculated exactly
with the Monte Carlo shell-model method [32] and give
a reduction factor of 0.37, which is much smaller than
the estimate of Auerbach et aL However, this result is
most sensitive to the f7/2 fs/2 she-ll gap, and it will be
important to check whether or not the interaction used
in [32] g1ves the observed value for this.

A comparison between the data and the renormalized
model calculations is shown in Figs. 7, 8, and 9. In
each case, the calculated distribution, shows somewhat
sharper peaking than the data, even after broadening
to simulate the experimental resolution. For Mn and

Fe, the calculations show reasonable agreement with
the data, although the measured strength at low ex-
citation tends to be greater than predicted. For Ni
however, the model seriously overpredicts the low-lying
strength while failing to predict observed strength above
3.5 MeV.

V. AL = 1 STRENGTH

The multipole analysis identifies a large contribution
to the cross section with EL = 1 as shown in
Figs. 4, 5, and 6. This is displayed more directly in
Fig. 10 which shows the 6 cross section for transitions
with AL = 1. The resonancelike behavior of the cross
sections identifies this as arising mainly from the isovec-
tor spin-dipole giant resonance. This resonance contains
contributions from transitions with AJ =0, 1, and
2, although the present data do not permit a decom-
position into these components. The small AL = 1
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FIG. 10. Energy distributions for AI = 1 cross sections
at MRS angle of O'. Error bars represent statistical uncer-
tainties arising from the multipole decomposition.

cross section near zero excitation for each target is prob-
ably spurious, and may indicate the uncertainties arising
from a multipole analyses for weak transitions. For Ni
in particular, the lowest known negative parity state in
the final nucleus Co occurs at 2.8 MeV excitation, so
that the peak near zero excitation must be spurious.

In spite of this problem, it is believed that the mul-

tipole analysis approach provides a realistic estimate of
the total cross section for AL = 1 transitions. In ear-
lier studies of the V, Co (71,p) reactions [13] it was
found that the estimate of AL = 1 cross section was
insensitive to the choice of DWIA shapes up to excita-
tion energies of about 20 MeV. At higher energies, the
choice of DWIA shape for AL = 3 transitions did in-

Huence the estimate of AL = 1 cross sections although
the energy-integrated cross section did not vary by more
than about 10% for plausible choices of the particle-hole
configuration used in the DWIA calculations.

In the present measurements the energy integrated
cross sections up to 30 MeV (28 MeV for Fe) at 6
were 25.6+0.8 mb/sr for Mn, 36.1+0.8 mb/sr for Fe,
and 34.8 + 0.8 mb/sr for Ni. The uncertainty quoted
represents the statistical uncertainty only resulting from
the multipole analysis. The systematic uncertainty aris-
ing &om the choice of DWIA shapes is estimated to be
about 10%.

As seen in Figs. 4, 5, and 6, transitions with AL & 1
make important contributions to the cross section at
large angles and high excitation energies. The resolu-
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tion of this cross section into separate components for
different values of AL is quite model dependent however,
as noted in [13]. The total cross section for these transi-
tions is determined with an uncertainty estimated to be
about 25%, but a more detailed decomposition does not
appear to be feasible with the present data.

VI. CONCLUSIONS

Measurements of the cross sections for the reactions
Mn(n, p), sFe(n, p), and ssNi(n, p) have been sub-

jected to a multipole analysis in order to estimate the
distributions of GT+ strength from the ground states of
these nuclei. These distributions up to an excitation en-
ergy of 8.5 MeV have been compared with results of a
shell model calculation using a restricted vector space
and a new effective interaction. The main features of the
data are fitted reasonably well for ssMn and sFe but the
centroid of the predicted distribution for Ni lies about

2 MeV lower than the measured centroid. The calcu-
lated strength is greater than that observed by a factor
of about 3 for the even-A targets and a factor of 4 for the
odd-A target. These results are consistent with those of
earlier measurements of GT+ strength in this mass region
Refs. [9—13].

These results provide the data for a useful calibration
of model calculations of GT+ strength in this mass re-
gion, which should permit more reliable calculations of
electron capture rates in the cores of massive stars.
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