$^{69,71}\text{Co} \beta$-decay strength distributions from total absorption spectroscopy
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Background: The rapid neutron capture process is one of the main nucleosynthesis processes of elements heavier than Fe. Uncertainties in nuclear properties, such as masses, half-lives, and $\beta$-delayed neutron probabilities can cause orders of magnitude of variation within astrophysical $r$-process simulations. Presently, theoretical models are used to make global predictions of various nuclear properties for the thousands of nuclei required for these simulations, and measurements are required to benchmark these models, especially far from stability.

Purpose: $\beta$-decay strength distributions can be used to not only inform astrophysical $r$-process simulations, but also to provide a stringent test for theoretical calculations. The aim of this work is to provide accurate strength distributions for $^{69,71}\text{Co} \beta$ decay.

Method: The technique of total absorption spectroscopy was used to measure the $\beta$ decay of $^{69,71}\text{Co}$ for the first time at the National Superconducting Cyclotron Laboratory. The ions were implanted in a double-sided silicon strip detector at the center of the Summing NaI(Tl) detector and identified using standard particle identification methods. The response of the detection system to the $\beta$-decay electron and subsequent $\gamma$-ray radiation was fit to the observed experimental data using a $\chi^2$-minimization technique.

Results: $\beta$-feeding intensities and Gamow-Teller strength distributions were extracted from the fits of the experimental data. The $\beta$-decay intensities show that there is a large percentage of feeding to levels above 2 MeV, which have not been observed in previous studies. The resultant $\beta$-feeding intensities and Gamow-Teller strength distributions were compared to shell model and quasiparticle random phase approximation (QRPA) calculations.

Conclusions: Comparing experimentally determined $\beta$-decay strength distributions provides a test of models, which are commonly used for global $\beta$-decay properties for astrophysical calculations. This work highlights the importance of performing detailed comparisons of models to experimental data, particularly far from stability and as close to the $r$-process path as possible.
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I. INTRODUCTION

The rapid neutron capture process, or $r$ process, is known to be responsible for producing roughly half of the isotopes of the heavy elements. It occurs in neutron-rich environments where neutrons are captured in quick succession pushing nucleosynthesis towards the neutron-drip line where nuclei...
then β decay back towards stability. Though the r process has been studied since 1957, it is not yet fully understood [1–3]. For many years, two probable astrophysical sites of the r process were mainly considered: core-collapse supernovae, e.g., Refs. [4–6], and neutron-star mergers, e.g., Refs. [7,8]. However, recent observations of the kilonova that resulted from GW170817 have provided evidence that neutron-star mergers produce r-process elements [9–11]. r-process elements have also been observed in dwarf galaxies, which provides further evidence for rare events, such as neutron-star mergers, as the site of the r process [12–14]. Hence, neutron-star mergers are presently considered the main source of r-process nuclei [15], though other sites have not been ruled out.

Signatures of the r process have also been observed in metal-poor stars. Metal-poor stars provide a window into early universe nucleosynthesis as these stars essentially preserve the chemical signatures from their formation [16]. Observations of these unique stars have grown in number since the observation of CS 22892-052 (1992), which was the first metal-poor star observed with unusually strong Eu lines, a signature of r-process nucleosynthesis [17]. The composition of these stars show excellent agreement with the solar system r-process pattern for elements heavier than Ba [18]. However, for neutron-capture elements lighter than Ba, differences in the abundance pattern have been observed, for example in Barklem et al. [19], Honda et al. [20], and Roederer et al. [13]. Proposed reasons for these differences point to observational difficulties as well as to the possibility of additional nucleosynthesis processes that contribute to the creation of these lighter elements [18].

These differences could, in principle, be better understood by more refined r-process simulations. However, r-process simulations are sensitive to nuclear physics inputs as sensitivity studies have shown [21,22]. Uncertainties in nuclear masses, neutron-capture rates, β-delayed fission, half-lives, and neutron emission probabilities were identified as important contributors to the uncertainties in current r-process models [21–23]. Because there is a lack of experimental information for nuclei involved in the r process, some of which are not presently accessible experimentally, theoretical models are used for many of the nuclear physics inputs. More specifically, β-decay properties such as half-lives (t1/2) and β-delayed neutron emission probabilities (Pn) can cause over an order of magnitude of variation in r-process abundances [21]. Presently, the quasiparticle random phase approximation (QRPA) is used across the nuclear chart to predict β-decay properties. These calculations are typically tested against known half-lives and β-delayed neutron emission probabilities, which are integral quantities requiring β-decay intensity (Iβ) information. Therefore, a more effective test is to directly compare experimental Iβ values to those used in theoretical calculations.

Traditionally, Iβ is determined through β-decay measurements. Spectroscopy studies of β decay commonly use high-purity Ge detectors, which have a low efficiency causing them to often miss weak branchings to high-lying states in the daughter nucleus, resulting in low-energy β-feeding intensities to be inflated, an effect known as the pandemonium effect [24,25]. More accurate β-feeding intensities can be determined from total absorption spectroscopy (TAS) measurements, which allow nuclei far from stability to be measured, while avoiding the pandemonium effect, e.g., Refs. [26,27]. The work presented here is the first measurement of 69,71Co β decay using the technique of total absorption spectroscopy.

The neutron-rich Ni isotopes, located along the Z = 28 shell closure and neighboring Cu and Co elements have been studied extensively to understand the interplay between simple single-particle excitations and collective behavior [28]. Both 69,71Co β decays into 69,71Ni have been previously studied [29–33]. Evidence of multiple isomeric states in 69Co was obtained based on the differences in the β-decaying feeding pattern from 69Co produced either directly through fragmentation or as a daughter product from the decay of 69Fe. The high-spin β-decaying state was assumed to be the simple shell-model configuration with two neutrons in the 1v5/2 state. The low-spin decaying state was attributed to proton cross shell excitations and the development of a significant deformation as was also observed in 57Co. Since 69Co is produced in fragmentation in the present experiment, it is likely produced predominately in the high-spin configuration [33]. Suggestions of further shape coexisting states have been identified in the Co and Ni isotopes [34–38]. 69Ni contains two β-decaying states: a long-lived isomeric state at 321 keV (Jπ = 1/2+, t1/2 = 3.5 s), and the ground-state (Jπ = 9/2+, t1/2 = 11.4 s) [29,30]. 71Ni also exhibits two β-decaying states: a long-lived isomeric state at 499 keV (Jπ = 1/2+, t1/2 = 2.3 s), and the ground-state (Jπ = 9/2+, t1/2 = 2.56 s) [39].

In the present work, the β-decay feeding intensities and Gamow-Teller strength distributions were determined from measurements of the β decay of 69,71Co using the technique of total absorption spectroscopy. The next section outlines the experimental setup that was used. The subsequent analysis of the data is presented in Sec. III. Finally, the results are presented and compared to theoretical calculations commonly used in r-process models in Sec. IV.

II. EXPERIMENTAL DETAILS

The experiment was performed at the National Superconducting Cyclotron Laboratory at Michigan State University. A primary beam of 86Kr at 140 MeV/nucleon was impinged on a 9Be target and the fragmentation reaction products were separated in flight by the A1900 fragment separator [40] and delivered to the experimental setup. A wide momentum acceptance of the A1900 was used in order for a “cocktail” beam of isotopes around mass A = 70 to be delivered to the detector station. Results from the same experiment have been reported in Liddick et al. [41], Spyrou et al. [42,43], and Larsen et al. [44]. The isotopes of interest, 69,71Co, were identified using energy loss and time-of-flight information from a plastic scintillator detector in the focal plane of the A1900 and two silicon PIN detectors that were placed upstream of the end station detector. The isotopes were implanted in a 1 mm thick double-sided silicon strip detector (DSSD), which consists of 16 vertical and horizontal strips, each 1.2 mm wide. The output of the DSSD was fed into dual gain preamplifiers,
allowing for signals from the implantation and the subsequent β-decay electrons to be read out separately [43]. The implantation and β decay were then able to be correlated in space and time allowing for the correct implantation ion to be assigned to each decay. The front and back strips of the high gain and low gain of the DSSD were gain matched using standard sources and known decay data from the experiment. Downstream of the DSSD, a silicon surface barrier detector acted as a veto detector for any ions that may have passed through the DSSD.

A front-back coincidence was implemented in hardware for the signals from the DSSD. This required that both the front and back sides of the DSSD had a signal in order to record that signal in the DSSD. This was used in order to reduce background from random noise, enabling the thresholds to be reduced, thereby increasing the β-decay detection efficiency.

The DSSD was placed at the geometric center of the Summing NaI(Tl) (SuN) detector [45]. SuN is a cylindrical 16 in. × 16 in. large volume NaI(Tl) scintillating detector with a 45 mm borehole in the center. SuN consists of eight optically isolated segments, each with three photomultiplier tubes (PMTs). The angular coverage at the center of SuN is approximately 98% and the peak efficiency for the 661 keV γ-ray from 137Cs is 85(2)% [45]. The signals from the eight segments are summed together to create a total absorption spectrum, which is sensitive to the total energy of the γ cascade, and therefore the level populated by β decay. In addition to the TAS spectrum, the optical isolation of the eight segments provides γ-singles spectra as well, yielding information on the deexcitation of a level by γ emission [42,46]. The multiplicity, or number of segments that detect energy during an event was determined for each decay. Before the start of the experiment the SuN PMTs were gain matched and the segments calibrated using standard 60Co, 137Cs, and 228Th sources. To mitigate beam-induced background, a lead wall was constructed between SuN and an upstream collimator.

III. ANALYSIS

In software, implantation and β-decay events were correlated within a 1 s time window. Within this time, events meeting requirements set for an implantation event or a β-decay event were sorted allowing for further analysis.

An implantation event required a signal in both of the silicon PIN detectors, a signal in at least one strip on both sides of the DSSD in the low-gain stage, and no signal in the veto detector. The pixel of the implantation was determined by the strip with maximum energy deposited on the front and back side of the DSSD.

A decay event required no signals in either of the silicon PIN detectors, no signals in the low-gain DSSD stage, signals present in both sides of the DSSD on the high-gain stage, and no signal in the veto detector. The pixel of the decay was determined in the same way as the implantation event.

Decay events were then correlated to implantation events. To properly correlate the events, a decay event was first identified and then previous implantation events were searched for within a defined area of pixels in the DSSD. For the present work, a correlation field of one pixel was used meaning that the implant would need to have occurred in the same pixel as the decay of interest. A minimum amount of time of 1 s was required between implants to eliminate mismatching implants to the decay of interest. A correlation time window of 1 s was also used for this analysis. Using this procedure for correlating decays and implants, some of the implants will get correlated to the wrong decay resulting in random correlation events. To account for these random correlations, background spectra were created by identifying events where the decay and implant were not correlated in space. This background component was then subtracted from the data for further analysis.

In addition to random correlation background, both room background and neutron-induced background contributions were investigated. These background contributions were found to be negligible in the β-coincidence gated γ spectra, similar to what was shown previously by Dombos et al. [46]. The room background rate was observed at less than 3 kHz in the TAS spectra. By gating on the isotopes of interest, only the daughter decays of these nuclei would be likely contributors to the contamination of the γ spectra. To understand potential daughter contributions, daughter decay contributions were included in the half-life fitting and found not to contribute significantly (<1%) in both decays. While SuN is sensitive to neutrons, significant neutron background was not observed in the β-gated spectrum. This would be expected at energies 6.8MeV and above, with a strong low-energy component, as shown in Ref. [27]. Furthermore, the $P_n$ values are expected to be small. For 69Co no $P_n$ measurement exists [47] and for 71Co it is of the order of <3%, though there are presently conflicting results in the literature [31,48]. With such low probabilities and the low efficiency for neutron detection in SuN, background from the β-delayed neutrons is unlikely to be observed. In addition, γ rays from the deexcitation of the neutron daughters were not observed.

69,71Co isotopes were identified and confirmed by their half-lives and expected γ-ray spectra. The half-lives were confirmed by fitting the decay curve with an exponential decay function plus a background constant. The half-life for 69Co was previously determined for this data set by Spyrou et al. [43] to be 216(15) ms, which is in agreement with previous literature values [29,49–52]. The extracted half-life for 71Co was determined to be 86(10) ms, which is also in good agreement with literature values [31,32,39,53]. The expected γ rays were confirmed in the singles (segment) spectra and the level energies they originate from were confirmed in the TAS spectrum.

For each isotope of interest, a procedure similar to that described in Dombos et al. [46] was used to determine β-decay intensities. As in that work, a combination of a folding procedure and $\chi^2$ minimization were used to determine the β-decay intensities. The β-feeding intensities were extracted from a fit to three experimental spectra: the total absorption spectrum, the sum-of-segments spectrum, and the multiplicity spectrum. The folding procedure requires the known level scheme to be simulated using a SuN detector simulation in GEANT4. The simulation has been previously verified with known sources and well-known resonances from 27Al(p, γ)28Si [45] and was modified to include the added components of the present
FIG. 1. Total absorption spectra for $^{69,71}$Co $\beta$ decay shown in black, with the SuN response simulation using only the previously known levels and decay information shown in red [55,56]. The data shown have been random background subtracted. The top figure, (a), shows the initial results for $^{69}$Co and the bottom figure, (b), shows the initial results for $^{71}$Co, which in this case were fit to the experimental data due to a lack of $I_\beta$ values in present literature.

eperiment (DSSD, veto detector, etc.). The modifications used for $\beta$-decay events have been detailed [54]. For each of the known levels of $^{69,71}$Ni, simulations of the expected SuN response were produced from information available in ENSDF [55,56]. The high $Q_\beta$ values, $^{69}$Co (9.81 MeV) and $^{71}$Co (11.33 MeV), allows for a large energy range to be populated through $\beta$ decay. The data of both of the isotopes was fit using the known level schemes, however, because the level schemes for these nuclei are only known up to a few MeV, the experimental spectra could not be properly described, as shown in Fig. 1.

The deficiency at high energies seen in Fig. 1 provides evidence that previous measurements may have been affected by the pandemonium effect. Therefore to accurately fit the data, so-called pseudolevels were constructed using the statistical model code DICEBOX [57]. The ground-state spin and parity of both $^{69,71}$Co is $(7/2^-, 9/2^-)$ and therefore the spins and parities of the entry state in the daughter nucleus that were considered were $(5/2^-, 7/2^-, 9/2^-)$ assuming allowed Gamow-Teller transitions. For each of the possible spin and parity states, cascades based on input from the nuclear level density and $\gamma$-ray strength functions were modeled for specific entry state energies. The energy of the pseudolevel does not represent an actual level energy, but rather represents an energy band equivalent to the energy resolution of SuN. The DICEBOX output for each of the pseudolevels was then simulated in the SuN GEANT4 simulation. For $^{69}$Co, 43 pseudolevels were constructed from 1.9–8.5 MeV. For $^{71}$Co, 47 pseudolevels were constructed from 1.3–8.0 MeV. Spacing of the pseudolevels was determined using the energy resolution in SuN, leading to more pseudolevels at lower energy. Levels above $S_\alpha$ were considered because the data showed possible feeding to this energy range. The simulations produced the TAS, sum-of-segments, and multiplicity spectra for each of the pseudolevels. The three spectra generated for both the known levels and pseudolevels were used to simultaneously fit the same three experimental spectra in a global $\chi^2$ minimization, where the weight of each level was the only parameter allowed to vary. This weight parameter is then used to the determine the $I_\beta$ for each level.

IV. RESULTS

The resultant best fits from the $\chi^2$ minimization are shown for $^{69}$Co (Fig. 2) and $^{71}$Co (Fig. 3) decay. Both show good agreement between the fit and the data. Because both $^{69,71}$Ni have long-lived isomeric states, these had to be taken into consideration in the analysis. In each event window of 300 ns, all of the energy deposited into the SuN detector is summed together to create the total absorption spectra. Therefore, if a state has a lifetime longer than that, or if it $\beta$ decays in that time, then the total energy will be reduced and therefore not correspond to the excitation energy of the level populated. It is also possible that from the same level, some of the cascades feed the ground state, and some feed the isomeric state, in which case for the same level you can get two sum peaks in the spectrum. These scenarios were taken into account in the analysis since the long-lived levels were included in the level scheme used for both $^{69,71}$Ni.

In $^{69}$Ni, the existence of a long-lived $\beta$-decaying isomer at 321 keV (3.5 s) shifts the total absorption spectra by this amount in energy if the cascade proceeds through this level. The 321 keV state has a spin and parity of $(1/2^-, 7/2^-)$, making a $\beta$-decay transition to this state outside of the allowed Gamow-Teller transitions. Similarly, $^{71}$Ni also has a long-lived isomer at 499 keV (2.3 s), which also causes an energy shift in the total absorption spectrum for all levels that decay to the isomeric state. There are two known levels in $^{71}$Ni that decay directly to the ground state, 813 keV and 280.5 keV, which are observed in the total absorption spectrum at the expected energies. The decays of the long-lived isomeric states for $^{69,71}$Ni were not observed in the present data.

From the best fits, the $\beta$-decay feeding intensities were extracted. The results are shown in Fig. 4 (black lines). The uncertainties (green band) for the $^{69}$Co decay range from 5–20 % across the range of $\gamma$ energies. For the $^{71}$Co decay the uncertainty ranges from 10–30 % up to $\gamma$-ray energies of 8 MeV. The uncertainty was determined from combining the uncertainty derived from the fitting procedure and the
FIG. 2. Best fit achieved from the $\chi^2$-minimization procedure for $^{69}$Co. The black lines are the experimental data and the red lines show the best fit. The top figure (a) shows the total absorption spectrum; the middle figure (b) shows the sum-of-segments spectrum; and the bottom figure (c) shows the multiplicity. The experimental spectra were gated on $^{69}$Co implanted ions, and background was subtracted for random correlations.

statistical uncertainty from the counts in the total absorption spectra. For both decays, the statistical uncertainty is the main contributor to the overall uncertainty.

The cumulative $\beta$ intensities in Fig. 4 are compared to three theoretical models. The long-dashed blue lines show results of QRPA calculations performed using the standard method detailed in Möller et al. [58] using ground-state deformations, $^{69}$Co $\epsilon_2 = 0.03$ and $^{71}$Co $\epsilon_2 = 0.05$, from FRDM [59]. These calculations only include allowed Gamow-Teller transitions. The double-dot-dash pink line shows the result of a fully self-consistent Skyrme QRPA calculation, obtained by applying the finite amplitude method (FAM) [60,61], extended to odd-$A$ nuclei in the equal filling approximation [62]. The Skyrme functional and single-particle space are the same as used in the global calculation of Mustonen and Engel [63], which fixed a single set of parameters, including an effective axial-vector coupling constant $g_A$ of 1.0, to compute the rates of even-even nuclei across the entire isotopic chart. The HFB calculation that precedes the QRPA here yields ground-state quadrupole-deformation parameters $\beta = 0.047$ in $^{69}$Co, and $\beta = 0.79$ in $^{71}$Co. The Skyrme QRPA calculations include a negligible forbidden contribution. The short-dashed red lines show the results of shell-model calculations, which were carried out in the $0f_{7/2}, 0f_{5/2}, 1p_{3/2}, 1p_{1/2}, 0g_{9/2}, 0g_{7/2}$ model space. The GPFX1A Hamiltonian [64] was used for the $0f - 1p$ part of this model space. The part of the Hamiltonian involving the $0g$ orbitals was obtained from the N$^3$LO interaction [65] renormalized by $V_{loch}$ into six major oscillator shells and then renormalized up to second order in perturbation theory into the model space [66]. The single-particle energies were determined from the low-lying spectra and relative

FIG. 3. Best fit for $^{71}$Co. Once again, the black lines are the experimental data and the red lines shows the best fit. The top figure (a) shows the total absorption spectrum; the middle figure (b) shows the sum-of-segments spectrum; and the bottom figure (c) shows the multiplicity. The experimental spectra were gated on $^{71}$Co implanted ions, and background was subtracted for random correlations.
binding energies of \(^{69,70}\)Ni, \(^{69}\)Co, and \(^{71}\)Cu. For the spin-orbit pairs that are active in the assumed model space, the proton \(0f_{7/2} - 0g_{7/2}\) spin-orbit splitting was 6.6 MeV, and the neutron \(0f_{7/2} - 0f_{5/2}\) spin-orbit splitting was 6.1 MeV. Starting with a \(0f_{7/2}\) proton closed-shell configuration, the lowest \(5^-\) proton particle-hole state in \(^{70}\)Ni comes at about 3.5 MeV. The initial \(^{69,71}\)Co \(7/2^-\) states were taken to have the configurations \(C(v0g_{9/2})^n(\pi 0f_{7/2})^{-1}\), where \(n = 2\) for \(^{69}\)Co and \(n = 4\) for \(^{71}\)Co. \(C\) is the closed-shell configuration \((v0f_{5/2})^n(v1p_{3/2})^3(v1p_{1/2})^3(\pi 0f_{7/2})^8\). The \(^{69,71}\)Ni final states were obtained from all possible one-particle one-hole \((1p - 1h)\) configurations relative to \(^{69,71}\)Co. These final states are needed to obtain the Gamow-Teller sum-rule strength of \(3(N - Z)\). To compare to the present data a quenching factor of 0.75 was used for the Gamow-Teller operator [67]. The first-forbidden transitions strengths, such as for the decays to the \(9/2^-\) ground states of \(^{69,71}\)Ni, were assumed to be small compared to the allowed Gamow-Teller strengths, and therefore were not calculated for comparison to the present data. This was further verified by including the ground-state transitions in the fitting procedure for both nuclei. The resultant contributions of these transitions were found to be up to 5\% for \(^{69}\)Co decay and up to 0.05\% for \(^{71}\)Co decay.

Comparing the present data to the QRPA calculations shown in Fig. 4, QRPA shows strong feeding at around 1 MeV in \(^{69}\)Co decay, which is in agreement with the experimental results, though the intensity is overpredicted. The QRPA results are similar for \(^{71}\)Co decay with a large portion of the total intensity populating a low-lying state at 1.6 MeV, which is slightly higher in energy compared to the present measurement. The Skyrme QRPA results are similar, with strong feeding near 2 MeV in \(^{69}\)Co decay. Once again the intensity is overpredicted. For the decay of \(^{71}\)Co most of the intensity is a higher energy, 2.5 MeV, than the experimental data and the QRPA calculations. The fragmentation of feeding to higher energies is missing in both the QRPA and Skyrme QRPA calculations.

The insets of Fig. 4 highlight the small amount of feeding above \(S_n\) in the present work. In both decays only 2–3\% of the intensity is observed above \(S_n\). As previously discussed, there is little experimental information available on the expected \(P_n\) value, but a significant emission probability could shift the high-energy portion of the intensity. However, based on shell-model calculations, the overlap between the states populated in \(\beta\) decay and states in the neutron daughter are small. Therefore the decay is not expected to lead to significant \(\beta\) emission. The shell-model calculations are in agreement with feeding above \(S_n\) for the \(^{69}\)Co decay, but overpredicts this feeding in the \(^{71}\)Co decay. At present, \(n-\gamma\) competition is thought to be due to structure effects [42] in the region and has been observed to have a strong dependence on the spin [68,69]. Further measurements in this region would allow for the systematic study of these effects and improve the predictability of \(n-\gamma\) competition, which would be valuable input for \(r\)-process calculations.

The cumulative \(\beta\) intensities were used to calculate the Gamow-Teller strength distribution in units of \([g_A^2/4\pi]\) for each nucleus using:

\[
B(\text{GT}, E) = K \left( \frac{g_v}{g_A} \right)^2 \frac{I_B(E)}{f(Q_B - E) \lambda_{1/2}},
\]

where \(K = 6143.6(17)\) s [70], \(g_v/g_A = -1.2695(29)\) [71], \(I_B(E)\) is the \(\beta\)-feeding intensity for a given energy, and \(f\) is the Fermi integral at an energy determined by the difference between the ground-state to ground-state \(Q_{\beta}\) and the given energy, \(E\). The Fermi integrals were calculated numerically [72].

The resultant cumulative Gamow-Teller strength distributions are shown in Fig. 5 with the present results in black and the uncertainties in the green band. QRPA, Skyrme QRPA, and shell-model results are also shown in the same line style.
and color as in Fig. 4. From Eq. (1) it can be seen that the
strength distribution is sensitive to the energy, such that even
small contributions to the intensity at higher energies have a
strong $B(\text{GT})$ value. For energies greater than 5 MeV for both
$^{69,71}\text{Co}$ decays, the lack of $\beta$-feeding intensity in the present
work yields a constant $B(\text{GT})$ value and corresponding uncer-
tainty. The strengths above 5 MeV for both nuclei should be
considered as lower limits to the cumulative $B(\text{GT})$.

The Gamow-Teller strength starts with the $5/2^-$ state of
$^{69,71}\text{Ni}$. It is dominated by the $\nu 0 f_{5/2}$ to $\pi 0 f_{5/2}$ transition to
$C(\nu 0 f_{5/2})^{-1}(\nu g_{9/2})^\nu$. The gradual rise starting at 5 MeV in
the shell model is dominated by $\nu 0 p$ to $\pi 0 p$, $\nu 0 f_{5/2}$ to $\pi 0 f_{5/2}$
and $\nu g_{9/2}$ to $\pi 0 g_{9/2}$, leading to proton particle-hole states in $^{69,71}\text{Ni}$. The giant Gamow-Teller resonance peak is near
19 MeV and is dominated by $\nu 0 f_{7/2}$ to $\pi 0 f_{5/2}$ and $\nu 0 g_{9/2}$ to $\pi 0 g_{9/2}$ transitions. As with the cumulative $\beta$ intensities,
QRPA and Skyrme QRPA overpredict the data. Shell-model
calculations are in good agreement with the present $B(\text{GT})$
values up to $S_n$ of the daughter nuclei in both decays. This is to
be expected as the shell-model calculations use experimental
information from the low-lying level scheme to constrain
the calculations. Above the $S_n$ of the daughter nuclei, the
shell model predicts a continuous fragmentation of $I_\beta$, which
results in significant contribution to the $B(\text{GT})$ at these higher
energies. However, this stronger feeding was not observed in
the present work. This may indicate $\beta$-delayed neutron
emission for these nuclei that the present experiment was not
sensitive to.

To further compare these models, the predicted half-lives
that each model determines are compared in Table I. As was
previously discussed, the half-lives determined in the present
work are in agreement with literature values. For the half-life of
$^{69}\text{Co}$, the QRPA calculation is a factor of four smaller than the experimentally determined value. The Skyrme QRPA
half-life is closer to the experimental value, but still not in
agreement. Finally, the shell model calculates a half-life that
is approximately 60\% of the experimental value. For the
half-life of $^{71}\text{Co}$, the QRPA calculation predicts a half-life
that is roughly half of the experimental value. The Skyrme
QRPA calculations overpredict the half-life slightly. Shell-
model calculations are very close to the experimental half-life,
within 10 ms. These results along with the comparison of the
$\beta$-strength distributions demonstrates how more rigorous
comparisons between experiment and models can determine
deficiencies, which can then be improved to progress our
predictive capabilities.

TABLE I. Resultant half-lives from the present work, literature,
and various models used to compare the present work.

<table>
<thead>
<tr>
<th></th>
<th>$^{69}\text{Co } t_{1/2}$ [ms]</th>
<th>$^{71}\text{Co } t_{1/2}$ [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>216 (15)</td>
<td>86 (10)</td>
</tr>
<tr>
<td>ENSDF</td>
<td>227 (11)a</td>
<td>80 (3)b</td>
</tr>
<tr>
<td>QRPA</td>
<td>55.2</td>
<td>41.9</td>
</tr>
<tr>
<td>Skyrme QRPA</td>
<td>163.4</td>
<td>110.9</td>
</tr>
<tr>
<td>Shell Model</td>
<td>135.5</td>
<td>73.9</td>
</tr>
</tbody>
</table>

aReference: Nesaraja [55].
bReference: Abusaleem and Singh [56].

V. CONCLUSIONS

The \(\beta\) decay of $^{69,71}\text{Co}$ has been measured for the first time
using the technique of total absorption spectroscopy at the
National Superconducting Cyclotron Laboratory. The high $Q_\beta$
values of these nuclei offer the unique capability to be able to
make these measurements over a wide range of energies. The
$\beta$-feeding intensities and Gamow-Teller strength distributions
were determined from the data and compared to two theo-
retical models. QRPA calculations agree with the data at low
energy, however, the fragmentation of the intensities at higher
energies were not reproduced. Shell-model calculations were
in good agreement with the present data. A 2–3 % feeding intensity above the neutron separation energy of the daughter nuclei was observed in both nuclei. The feeding is not as strong as previously observed in neighboring nuclei, which leads to other open questions regarding the mechanism that drives these effects and their implications on $n$-$\gamma$ competition. This competition could have an impact on $r$-process nucleosynthesis as it would reduce the amount of neutrons available for further $n$ capture. The present work also demonstrates the necessity to benchmark theoretical models, particularly those used to globally calculate nuclear properties for the $r$ process.
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