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Problem: size & cost often a limiting factor

ton Therapy Center

New Rochester Mayo Clinic
Proton Therapy Center

* 4 chambers
+ $188M

120-ton gantry directs proton beam
to appropriate spot on patient

by rotating around a three-story
chamber.

hitp: 4/03/status-report-mayo-proton-therapy 3DJgnilA

nitp: mpmews. 4/03) peoton-beam-facility-on-track-for-201 5-opening/
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Particle accelerators are essential tools in modern life
that power scientific discovery, cure cancer, secure our
borders, and help create a wide range of products

* ~30% of Nobel Prizes
in Physics since
1939 enabled by

manufacturing + Stockpile accelerators

+ ~9000 medical « ~20,000 i i + Cargo

in in use - .
operation worldwide « Semiconductor * Active interrogation

* 10's of millions of inki
S = crossinking/ i
patients treated/yr polymerization ;’:;:;’ssmp 2 * 4 of last 14 Nobel
« 50 medical * Sterilization/ characterization, Prizes in Chemistry
3 . irradiation radiography, support of for research utilizing

g/cutting facilities

produced with n el
accelerators * Annual value of ai .
products that use There are 30,000 Particle Accelerators

accel. Tech.: $5008 Making an Impact on Our Lives
But often too big and expensive!
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Problem: size & cost often a limiting factor
Example 2: Carbon Therapy Center

670-ton gantry

Heidelberg Proton & Carbon Therapy R - )
Center et 110 Eiffel Tower
* 2 scans chambers

* one 4x chamber
+ €119M

1684
de/About-us. 124447.0.htmi?&L=1

6/16/16



Problem: size & cost often a limiting factor

Example 3: High-Energy Physics collider

CERN LHC Future ILC
_ colliders? =

———

~27 km d;rnferenoe

. Cost: $10B |
W cons.: 150MW

Cost: $8B-$20B?

Courthés S M (IPAG2012) Cons.: 230MW

~90 km circumference
48km

Cost: $7B

Cons.: 415MW

Next generation of accelerators needs
next generation of deling tools

Our vision

-
W with intuitive interface, dissemination & user support.

Simulations take too long!
BELLA Beam-beam LHC
2-color injection

INFARNO BeamBeam3D
~1 weel ~1 day
~3 days

Need to speedup by x10"

7 .

nature

; CEth next director-general on the LHC and her .
“~_hopes for intemational particie physics 4

Fabicea -

\abormory on 1 Jesary

izabets Geney

more expensive facilities. Do you think a collider bigger than the LHC will ever be
built? And will it depend on the LHC finding something new?
The Ol 2 e ex and , and they
require the deploymenl of all the approaches the discipline has developed from high
energy colliders to precision experiments and cosmic surveys H|gh -energy accelerators
have been our most ofexp we cannot
andon them. What we have to do is push the research and
development in accelerator technology, so that we will be able to
reach higher energy with compact accelerators.

Trpan

Computer modeling has unique role to play!

i) s .

NERSC Systems Timeline m
2007/2000 NERSC-5  Franklin  Cray XT4 102/352 TF
2010  NERSC-6  Hopper  Cray XE6 1.28 PF
2014  NERSC-7  Edison  Cray XC30 2.57 PF
2016  NERSC-8 Cori Cray XC 30 PF
2020  NERSC-9 100PF-300PF
2024  NERSC-10 1EF
2028  NERSC-11 5-10EF
@éneray = Courtesy Sudip Dosanjh, IXPUG 2015 " e -
U1
191 s,
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Next DOE supercomputers based on manycore and GPUs Emerging supercomputing architectures require

restructuration with “multi-level parallelism”

ASCR Computing Upgrades At a Glance
R e T Qe Part

NERSC . =-1N-
EEE To run effectwely on future systems mx{ﬂrm Particle-In-Cell
Name Conl Summit Theta A i
A Edison  TIHAN  MIRA 2% TN % nu;‘u Domain deoofnposﬂmn
Systom pack (°F) 7 w 150 w * Manage Domain Parallelism =\ ot ot
Pk Power (W) 2 ’ - <7 % i o - independent program

18 DOR4 + >174 . vaon units; explicit
Tdmmemmamry TS IO TeATS '.I..";(';.",".‘..".‘ e en ""':' Package emeey * Increase Thread Parallelism

159D persstent  parssient  Memory (HBM)  Local Memory and

memory memory Persistent Memory — independent execution X
Nodeporkemance oy e o204 .3 - .3 o units within the program; \\j..... do »g:s'm:.mmg

enerally explicit N=*T
. et - A =

e [ L =t A * Exploit Data Parallelism N i B

SRR, _ — Same operation on

T
Syomsice (nodes) e heows 40152 | 1900nadesn  3smedes  +2.200 nedes 40,000 nodes multiple elements DOI=1,N 3! 3ts 8

ata paron

i R(I) = B(I) + A(I)
Sptemiconnet  Aes  Gemny 50 Tons Ao Ousl Rat EOR A o * Improve data locality --> ENDDO
s Avchviechan — Cache blocking;
e B ER ER| E2 OB mar ——
ENERGY .
OENERGY o . . . Courtesy Katherine Riley, FES Exascale Review, 2018
I fb Courtesy Barbar Helland, FES Exascale Review, 2016 'Hurb]
L 9 d 1n 0

Supporting community calls for large efforts Any overlap in beam dynamics codes?

Beam Dynamics Codes Codes section from Accelerator Handbook (A. Chao, 20

(Below, PIC refers to codes with partice-in-cell space-charge capability.)

Community HPC hardware needs . — IS
community HPC software AsTaa I I

general charged particle beams el space charge

Toolbox
BETACOOL | s beam dynamics: ECOOL, 115, internal target
Bemad, Tao www b cornell od /| General purpose twolbax library + driver program
COSY INFINITY

s [0 i i) o

+ needs: development + application +
integration intra/inter community +
operation + doc./training/support

Matlab b

I‘Ir Ali-rln Au‘

Operation

[ Coliective beam
(B PiE]inace and
[ Design, simutation
] 30 parale PIC. .
[ ingle parcice opec

po
\g and error studies

line modeling & coatrol

s, storage rings

T Paraiet tracking ansbyss: optamination
iy forion o electron Wnscs
TSB pasalTPic] polt-to-potat Loenard Wischerd
T nilled Accrleracor Libaries

!h%l 1 ) L 1] 1[5 Faralles and EM[PICiwith scceieraror modets

Ul I




Need of solution for non-disruptive integration

Significant investments into existing pool of codes:
= essential to minimize disruptions to developers and users,

= while enabling interoperability and expandability.

Challenges:
Technical ~ Human
- programming languages - changing habits is hard
- different visions

- data formats, parallelism

- code architectures

~ open vs proprietary sources
- keep creativity

- (re)build trust

- corporatism/rivalry
- recognition

- distance
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Berkeley Lab Accelerator Simulation Toolkit

Suite of state-of-the-art codes:

= BEAMBEAMS3D, IMPACT, WARP/PICSAR,
INF&RNO, POSINST, FBPIC, .
N TOOLKIT

BERKELEY LAB ACCELERA‘

Large set of physics & components:

= beams, plasmas, lasers, structures...
= linacs, rings, injectors, traps, ...

Supporting many accelerators:
= across DOE (HEP, BES, NP, FES, DNN) and
beyond (CERN, DESY, KEK, ...).

http://blast.Ibl.gov

Mitigation of difficulties through adiabatic transition

Existing set of separate codes = ecosystem of interconnected codes

Bridge codes to enable:

* common user input/output interface

« sharing of functionalities

* collaborative development of common units

Common data format enables separation
between user 1/0 interfaces and “kernels”.

Assess of kernels as Python modules enables tighter coupling.

i) .

Emerging national consortium for accelerator modeling

— CAMPA
Consortium for Fermilab
. ] ACE3P SYNERGIA
Advanced o, | | tomeesesse. | fumcecrane
BeamBeam30, Track3p, T37, wakes, e-cloud,
Posinst) PIC3P, TEM3P) beam-beam...)
Modeling of
. Activitles:
Particle *_High Performance Computing (beyond SciDAC),
/integs of codes/modul
user interfaces, data formats, ..
Accelerators + dissemination, support & training.

Points of contact:
LBNL: J.-L. Vay
SLAC: C.-K. Ng
FNAL: J. Amundson
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The tools of collaboration: git, Github, Bitbucket

Github (github.com) and git:
Bitbucket (bitbucket.org):
+ Download/upload code to the
websites like Github or Bitbucket
- gitclone (+URL): download code
- git pull: update code (get latest
changes from website)
- git push: upload local changes to
website

« Websites that allow to
store code, and make it
available for download

« Contain many tools for
developers to communicate

and discuss the code . Enables version control

- git commit: save a snapshot of the
code

Git tutorial: https://www.atlassian.com/git/tutorials/

Developing common modules/data format Is beneficial

* PICSAR (Particle-In-Cell Scalable Application Resource):
« Collection of PIC kernel subroutines (current deposition, field gather, field
solve, particle pusher, ...)
+ Toward collaborative development of multi-level parallel implementations
(vectorization+OpenMP+MPI+GPU+...)
* For testing, comparing, distributing production-level PIC functionalities
* To be available with open source license to wider community soon

open
* OpenPMD (A. Huebl et al., doi: 10.5281/zen0d0.3362): PMb

+ acommon I/0 format for simulations with particles and meshes

+ standardized layout of data in file (using hdf5, netcdf, ADIOS, ..)

« for easy comparisons between codes, common visualization tools

* OpenPMD Viewer based on IPython+Matplotlib available, Visit reader in dev.
* implemented in Warp, PIConGPU, FBPIC, ...

* More at https://github.com/openPMD at http://www.openpmd.org
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We are developing the next generation of Warp

§ Laserbeam
'

« AMR
BoxLib -« Paralel vO

* Load balancing
PICSAR ° Mehiy optimized

Goal (4 years): Convergence study in 3-D of 10 consecutive multi-GeV stages in linear
and bubble regime, for laser- & beam-driven plasma accelerators.

How: Combination of best algorithms (boosted frame+spectral+AMR+...) via coupling of
Warp+BoxLib+PICSAR and port to emerging architectures (Xeon Phi, GPU).

PICSAR: highly optimized elementary PIC operations (based on Warp kernel).
BoxLIb: advanced adaptive mesh refinement library.
Proposal submitted for collaboration LBNL+SLAC+LLNL.

PICSAR and Boxlib libraries will be available for other codes.

Summary

»  Computer modeling can play a key role in the
development of more compact & cheaper accelerators

* Increasing complexity of computer architectures and
codes calls for collaborations

» Efforts are underway for non-disruptive solutions toward
increased collaborative code developments

i)
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